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Abstract
Knowledge about phoneme and viseme in a language is a vital component in the making of any speech-based applications 
in that language. A phoneme is an atomic unit in an acoustic speech that can differentiate meaning. Viseme is the equivalent 
atomic unit in the visual realm which describes distinct dynamic visual speech gestures. The initial phase of the paper intro-
duces a many-to-one phoneme-to-viseme mapping for the Malayalam language based on linguistic knowledge and data-driven 
approach. At the next stage, the coarticulation effect in the visual speech studied by creating many-to-many allophone-to-
viseme mapping based on the data-driven approach only. Since the linguistic history in the visual realm was less explored 
in the Malayalam language, both mapping methods make use of K-mean data clustering algorithm. The optimum cluster 
determined by using the Gap statistic method with prior knowledge about the range of clusters. This work was carried out on 
Malayalam audio-visual speech database created by the authors of this paper with consist of 50 isolated phonemes and 106 
connected words. From 50 isolated Malayalam phonemes, 14 viseme were linguistically identified and compared with results 
obtained from a data-driven approach as whole phonemes and consonant phonemes. The many-to-many mapping studied as 
a whole allophone, vowel allophones, and consonant allophones. Geometric and DCT based parameters are extracted and 
examined to find the parametric phoneme and allophone clustering in the visual domain.

Keywords  Phonemes · Allophones · Visemes · K-mean clustering · Gap statistic

1  Introduction

Speech is bimodal; that is the most frequent communication 
system between humans and involves the understanding of 
the auditory and visual channels. The contribution of the 
visual part in the judgment of speech, especially in a noisy 
environment, is a fact. The visible organs of the articulatory 
system of human speech production consist of upper and 
lower lips, teeth, tongue, and lower jaw. The lips, tongue, 
and jaw will be the actively visible articulators used in lan-
guage production. Analyzing the most dynamic active vis-
ible articulator, the lips, is the most crucial component in 
the visual speech analytics framework for recognition and 
synthesis.

Phonemes in a speech would be the nuclear sound units 
necessary to symbolize all words in that speech. On the other 
hand, the visual equivalent of a phoneme has several features 
which require a comprehensive study of this phoneme-to-
viseme mapping region. For many years of study in visual 
language, it has gained considerable alterations in its defini-
tion. A viseme can contemplate regarding articulatory ges-
tures such as mouth opening, teeth, and tongue vulnerability 
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that have to generate different phoneme as in Fisher (1968). 
An equivalent definition which has been used extensively 
in literature is a viseme for a set of phonemes which has a 
similar visual look like in Bear and Harvey (2016) and Boz-
kurt et al. (2007). The static viseme does not account for the 
coarticulation effect of a visual address. On the other hand, 
the current description of viseme is a lively visual language 
unit that describes distinct speech movements of the visual 
speech articulators as in Taylor et al. (2012).

Analysis of the visual speech signal and extracting the 
viseme set shows satisfactory improvement in recognition 
of language component. A mapping between phoneme and 
viseme needs to be anticipated to synchronize the mouth 
form of distinct sounds. Before addressing the problems 
related to speaker variability (Bear and Harvey 2018; Farooq 
et al. 2015), pose (Lucey and Potamianos 2007), choice of 
classifier technology (Noda et al. 2015; Sarma and Sarma 
2015) and recording device (Blokland and Anderson 1998; 
Saitoh and Konishi 2010), the primary task in visual speech 
analysis to decode the visual information from the lips. Since 
the extent of deformation of lips restricts as a result of facial 
muscles compared to strain of the vocal organs, the viseme 
set in a speech is always smaller than the phoneme set. For 
developing the viseme set, the literature suggests two differ-
ent approaches: linguistic and data-driven approach (Mat-
theyses et al. Mattheyses et al. 2013; Jachimski et al. 2018). 
According to linguistic understanding, phonemes with the 
similar visual appearance of active articulators treat as a 
viseme. In the data-driven strategy, the visual speech ana-
lyzed in the aspect by extracting essential features from 
the lip area and group the features based on the similarity 
measurement. The linguistic strategy is highly dependent 
on perception ability of the linguistic or trained individual, 
which accurately represent the human lip-reading nature and 
a time-consuming process. The data-driven approach pro-
vides a less time-consuming endeavour, but computational 
analysis of visual address profoundly depends on the choice 
of visual characteristic, which can be language-dependent. 
In human understanding, a holistic perspective is much more 
important than parts (Gestalt perception theory) but in com-
puter vision parts (pixels) is much more significant than the 
whole (picture) (Alexandre and Tavares 2010). As a result 
of this battle, the data-driven approach alone cannot be able 
to mimic human perception accurately, and linguistic knowl-
edge alone cannot have the ability to examine substantial 
visual speech information. Therefore, a linguistic involved 
data-driven approach can make valuable of individual per-
ception modelling from linguistic approach and the compu-
tational easiness out of a data-driven approach.

Aim of this research work is to identify the viseme set in 
Malayalam language using linguistic involved data-driven 
approach by consciously neglecting the problems in visual 
speech as discussed above. One of the haunting problems in 

visual speech analysis is the availability of phonetically rich 
database in the concerned language. Besides, there is no col-
lective agreement in different aspects like how large enough 
it should be, the number of speakers and the facial variabil-
ity required to generalize the whole population for better 
improvement in the computational output. As an initial work 
in Malayalam visual speech analysis area, we recorded a 
multimodal speech database of 23 native speakers of Kerala 
by capturing the lip region of the speaker’s face. Malayalam 
is a syllable based language written with a syllabic alphabet 
in which all consonants have an inherent vowel/a/. The data-
base includes vowel and consonant–vowel syllable which 
altogether comprises of 50 phonemes and 106 words which 
capture all contextual variations of 50 phonemes namely 
the allophone.

The crucial step involved in the visual speech analysis is 
the identification of relevant static frame from the recorded 
video, which contains the visual appearance of the underly-
ing phoneme. Based on the linguistic mapping, frames hav-
ing similar visual appearance were selected manually for 
each speaker, which will minimize the error rate during data-
driven analysis. The main problem to be addressed in the 
data-driven approach is which visual feature has to selected 
to model the human perception. Only by considering the vis-
ual speech properties of the underlined language can solve 
it. For uttering Malayalam sound, the tongue plays a vital 
role in terms of speed and flexibility, which makes distinct 
from other languages. The degree of presence of teeth, and 
oral cavity and the shape of the lip can be modelled using 
geometric features of lips and deformation in the appearance 
of lips and tongue can be modelled through Discrete Cosine 
Transform (DCT) feature. So in this work, the mathematical 
analysis is initiated by extracting the Geometric features and 
DCT features from the selected frames.

The next question arises how to identify the viseme set 
from visual features and what should be the number of 
viseme. Researchers conducted a wide range of techniques 
to establish the mapping between phoneme and viseme, but 
there are no reliable and unambiguous methods to confirm 
that this is better than the other. In this work, we categorized 
the visual similar feature vectors to viseme groups by com-
bining the K-Mean clustering method (Miglani and Garg 
2013) and Gap statistic method (Mohajer et al. 2011). Since 
K-Mean requires a pre-determined cluster number, the gap 
statistic method identifies the optimal cluster number from a 
range of clusters by exploring the language knowledge. The 
correlation between static visual speech unit and phoneme 
is carried out by developing a many-to-one phoneme-to-
viseme mapping from isolated phonemes based on linguistic 
knowledge and by clustering in the parametric space using 
different visual features. The coarticulation effect in visual 
speech accounted by developing many-to-many allophone 
to viseme mapping using a data-driven approach alone. 
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Vowel-only and consonant only mapping is also mentioned 
in this work.

The content of this paper arranged as follows: The con-
cept of viseme with viseme formation strategies explained 
in Sect. 2. Section 3 explains the audio-visual Malayalam 
speech database developed for this work. Section 4 explains 
the different phoneme to viseme mappings derived using 
linguistic and parametric approaches. Section 5 discusses 
the data-driven allophone to viseme mapping performed to 
obtain a viseme set which incorporates coarticulation effect. 
Section 6 concludes the chapter with future directions.

2 � Viseme set formation approaches 
and known viseme sets

Many researchers have analysed the importance of the pho-
neme to viseme mapping. The phonemes which have almost 
the same visual mouth appearance grouped to a single 
viseme class. In literature, many mappings reported (Bear 
et al. 2017), range of visemes in a language varies between 
10 and 20. The number and nature of viseme are language-
dependent. Hence a language-specific exploration is needed 
for establishing the viseme set for a particular language. Tra-
ditionally there are three approaches for obtaining visemes 
from a many to one mapping: linguistic knowledge-based 
(Aschenberner and Weiss 2005; Meier et al. 2000; Setyati 
et al. 2015), perception experiments with human subjects 
(Fisher 1968; Lalitha and Thyagharajan 2016; Montgomery 
and Jackson 1983) and data-driven approach (Damien et al. 
2009; Hazen et al. 2004; Mattheyses et al. 2013; Melenchón 
et al. 2007). Some authors blend linguistic and perception 
experiments based on approaches and name them as sub-
jective assessments. Using a subjective approach, viseme 
classes are defined through linguistic knowledge and predic-
tion of phonemes having a similar visual appearance. Viseme 
classes created by clustering of phonemes based on features 
extracted from the mouth region is the highlight of a data-
driven approach. Most of the work has reported in European 
languages, but in India, only a few such as Hindi (Mishra 
et al. 2013; Upadhyaya et al. 2015; Varshney et al. 2014) and 
Marathi (Brahme and Bhadade 2017) have been studied in 
visual speech. Mishra et al. (2013) made a Hindi phoneme 
speech recognition system using DCT as a visual feature and 
MFCC (Mel Frequency Cepstral Coefficient) as an audio 
feature which reports better recognition in a noisy environ-
ment. Upadhyaya et al. (2015) Studied the performance of 
audiovisual speech recognition system under diverse noisy 
audio condition using a different combination of image-
based features. They studied the dependency of recognition 
rate on a different type of visual features and nature of the 
acoustic noise used (Varshney et al. 2014). Clustered 23 pho-
nemes into five viseme classes based data-driven approach 

using DCT as a visual feature. They also have done the 
viseme recognition task by integrating with audio features 
and reported improvement in the recognition rate. Brahme 
and Bhadade (2017) Presented phoneme viseme mapping 
for Marathi language based on linguistic approach alone. 
They derived 13 viseme classes, including silence from 44 
phonemes. The center of discussion so far shows attempts 
have not yet reached the realm of successful development 
of visual speech technology in the Indian language. This 
research work is going to be the initial study in Malayalam 
phoneme to viseme mapping based on linguistic assessments 
and data-driven approach and allophone-to-viseme mapping 
based on a data-driven approach alone. Table 1 summarizes 
a brief background of established viseme mapping in terms 
of language, methodology and some special features.

Almost all viseme maps have developed either based 
on linguistic approach or data-driven approach or both. 
Besides, only a few viseme maps have studied for the coar-
ticulation effects of visual speech, which might be the lack 
of database containing all contextual variations in the lan-
guage concerned. This work uses both approaches and also 
studied the contextual variation of phonemes by developing 
allophone-to-viseme mapping, which explained in the pro-
ceeding sections.

3 � Malayalam audio‑visual speech database 
and data acquisition

Malayalam is an Indian language spoken by 40 million peo-
ple as an official language in Kerala, and the union territo-
ries of Lakshadweep and Puducherry. It is the youngest in 
the Dravidian language family and conferred the classical 
language status by the Government of India in 2013. Even 
though Malayalam is developed double rooted from San-
skrit and Tamil but display wide variation in another aspect, 
which makes Malayalam a distinctive in Indian languages.

In this work, an audio-visual Malayalam speech database 
is created from 23 native speakers of Kerala (18 females 
and five males) by capturing the lip region of the speaker’s 
face in normal lighting conditions. The utterances are taken 
in the form of ‘silence-phoneme/word-silence’ fashion. The 
language material of this database contains ten vowel pho-
nemes, two diphthongs, and 38 consonant–vowel syllable 
which altogether comprises of 50 phonemes and 106 words 
which capture all contextual variations of 50 phonemes 
which include 75 consonant allophones, 28 vowel allo-
phones and three allophones corresponding to diphthongs 
as in http://www.cmlte​mu.in/phone​tic/#/. Tables 2 and 3 
shows the list of Malayalam vowel phonemes and consonant 
phonemes with its corresponding allophones. The phonemes 
are arranged in a front to back manner (from lip to glottal) 
of articulator’s position.

http://www.cmltemu.in/phonetic/#/
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Table 2   Malayalam vowels and 
diphthongs with its allophonic 
variations

n
p a

n
p a

Table 3   Malayalam consonants 
with its allophonic variations n p a n p a n p a
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A high-quality visual speech is recorded from the speak-
er’s mouth region with a resolution of 1280 × 720 having 
a frame rate of 25 fps in MP4 format. For an individual 
speaker, the approximate footage span is 5 min for all iso-
lated phonemes and 20 min for connected words. After 
documenting the multimodal speech database, the visual 
speech mode alone is further examined for viseme map-
ping. In future, the audio speech mode can also be analysed 
along with the visual mode for recognition and synthesis 
task by measuring the audio-visual speech synchrony. The 
crucial step involved in mapping procedure is to the iden-
tification of relevant static frame from the recorded video, 
which contains the visual look of the underlying phoneme. 
This work is performed by rending the expertise from the 
linguistic peoples. In Malayalam, the language component in 
the audio speech, i.e., phoneme, is linguistically categorised 
according to articulation points and manners as in http://
www.cmlte​mu.in/phone​tic/#/. This is the primary work to 
classify visual speech based on a linguistic basis. Linguistic 
people select the relevant frame based on the articulatory 
rules and their expertise to capture the dynamical variabil-
ity of the speaker’s mouth appearance. Meanwhile, the first 
author of this work got training from the linguistic people for 
selecting the relevant frame. After selecting the frame for all 
phonemes of two speakers by the linguistic people, this work 
is carried out to other speakers by the trained individual. The 
selected frame also undergoes a post-selection endeavour, 
that is performed by the rest of the authors of this work, to 
minimise the individual biasing and error rate during further 
analysis. To encode the temporal variant in the visual speech 
of the underlined phoneme, two frames in the left side and 
right side of the chosen frame are also selected. Figure 1 
shows the sequential arrangement of the frame which will 
capture the visual dynamics of underline phonemes.

The chosen frame comprises insignificant area/regions 
like background screen, hairs, ornaments, etc., which does 
not contribute anything to the visual speech has the potential 
to induce serious influence in the analysis section. Before 
analyzing the linguistic and data-driven domain, undesir-
able areas ought to be removed in the frames. Manual crop-
ping cannot have the capability to take care of the issues 
linked to the uniform framework area required to catch the 

dynamical variability in the appearance of underlying pho-
neme and speaker variability. In this work, we embraced 
a semi-automatic cropping method to deal with the issue 
mentioned above and can further use as a by-product in the 
data-driven approach. The very first step in semi-automatic 
cropping way is manually extracting the lip shape informa-
tion since the dynamicity related to the appearance of pho-
neme and speaker is embedded in the lip shape. To extract 
the lip shape information, accurate lip contour is needed. 
Lip contour is obtained by linearly curve fitting the manu-
ally marked landmark points on each image. Lip contour 
is defined using 36 shape feature points on the lip. Twenty 
landmark points represent the outer lip contour, and 16 land-
mark points are used to describe the inner lip contour. Each 
landmark point contains x-coordinate and y-coordinate, that 
is the pixel position in the image. Figure 2 shows the images 
with lip contour marked manually using 36 landmark points. 
The second step in the semi-automatic cropping method is 
automatically to crop the frame using these landmark points. 
For this, the centroid of lip contour is estimated from x and 
y coordinates of the landmark points using the equation for 
the centroid of a finite set of points. After this, a frame of 
dimension 600 × 500 is cropped whose mathematical centre 
passes through the centroid of the lip shape of the original 

Fig. 1   Sequential frames for phoneme—

Fig. 2   Manual labelling landmark points in ROIs

http://www.cmltemu.in/phonetic/#/
http://www.cmltemu.in/phonetic/#/
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frame. The dimension of the frame is iteratively chosen to 
embed the lip region only.

4 � Malayalam phoneme‑to‑viseme/
many‑to‑one mapping

In this work, linguistic and data-driven approaches adopted 
for discovering the viseme set. The linguistic approach is 
carried out under the guidance of linguistic persons by lin-
guistically analysing the utterance style of the speakers. In 
the data-driven approach, the mathematical representation 
of visual speech extracted and cluster based on the similarity 
measurement. Literature Ahmad et al. (2008), Stewart et al. 
(2008), and Sui et al. (2016) shows a wide range of visual 
features based on the type of information embedded in it, 
which are geometric-based, image-based and model-based. 
Geometric-based features explicitly simulate the measure-
ment of mouth concerning height, weight, area, perimeter 
etc. by analysing the pixels in the lip boundary. Centroid dis-
tance and Fourier transcriptor (Websdale and Milner 2015) 
belong to this category. Image-based feature considers all 
pixels in the region of interest (ROI) are informative to rep-
resent the speech. In this method, the ROI is transformed 
into a different domain, thereby capturing the most informa-
tive components. Discrete Cosine Transform (DCT) (Farooq 
et al. 2013; McLaren and Lei 2015; Puviarasan and Palanivel 
2011), Discrete Wavelet Transform (DWT) (Morade 2016; 
Morade and Patnaik 2014), Principal Component Analysis 
(PCA) (Rajavel and Sathidevi 2009; Xiaopeng et al. 2006) 
and Linear Discriminant Analysis (LDA) (Alizadeh et al. 
2008) and the combinations (He and Zhang 2009) belong 
to this category. Model-based features create a mathemati-
cal model to extract visual information with high computa-
tional complexity. Active Shape Model (ASM) and Active 
Appearance Model (AAM) (Baswaraj et al. 2012; Biswas 
et al. 2015) belongs to this class. On account of this diver-
sity from the lip movements of the speaker from the world, 
just language mining can figure out this matter. Due to the 
diversity in the lip movement of the speaker’s in the world, 
only language exploration can solve this issue. For uttering 
Malayalam sound, the tongue plays a critical role concerning 
flexibility and speed, which makes distinct from other lan-
guages. The amount of existence of teeth, and oral cavity and 
the shape of the lip can be modelled with geometric features 
of lips and deformation in the appearance of lips and tongue 
can be modelled through Discrete Cosine Transform (DCT) 
feature. The visual speech attributes are then clustered to 
identify the visual equivalent of the phoneme. Clustering is 
a vital step in data mining to discover the hidden pattern of 
an unlabelled dataset based on mathematical measurement. 
This method divides the dataset into smaller subclasses that 
have high intra-class similarity and low inter-class similarity. 

There are two widely used clustering algorithms such as 
Hierarchical (Agglomerative and Divisive) (Li et al. 2014; 
Madhulatha 2012), Partitional (K-mean) (Jain 2010; Miglani 
and Garg 2013). They explore the partition of data objects 
based on the number of clusters. On the other hand, the 
number of clusters obtained from such approaches is highly 
sensitive to the nature of the dataset. Thus, identifying the 
optimal number of cluster is a significant endeavour, and can 
be carried out using the Gap statistic method (Mohajer et al. 
2011; Tibshirani et al. 2001). To cluster large and highly 
correlated dataset, K-mean clustering, together with the Gap 
statistic method, is employed for optimum cluster selection 
in this work. To our knowledge, this is the very first work 
that employs the gap statistic method in the development of 
the viseme map.

4.1 � Linguistic approach

In Malayalam, the language component in the audio speech, 
i.e., phoneme, is linguistically categorized according to 
articulation points and manners as in http://www.cmlte​
mu.in/phone​tic/#/. The visual speech appearance depends 
primarily on the lip and lower jaw movements. Visibility of 
teeth and tongue is also a leading element. While uttering 
vowel phonemes, most of the sound characters appear in the 
shape of the lip by a wide-open and outward posture of lips. 
However, consonant phonemes are produced by touching 
the active articulator tongue at different places inside the 
mouth area whose dynamics is not visible. Thus the extent of 
appearance of active articulators is the crucial factor to char-
acterize the consonant phonemes. This section explores the 
possibilities of forming a viseme set from linguistic knowl-
edge about the language and its phoneme set by rending the 
expertise from the linguistic peoples.

The vowel sound is generated by the flow of air from 
the larynx to the lips with no obstruction in the mouth 
region. Linguistically the five short vowel phonemes are 
distinguished by the position of the tongue as front-high, 
front-mid, central–low, back-high and back-low. Since these 
tongue positions are partially visible, along with the shape 
information is utilized to categorize the visual equivalent 
of phonemes. The impact of time in long vowels is weak to 
differentiate visually from corresponding short vowel pho-
nemes. The front-high vowel  exhibits a wide horizontal 
opening and vertical opening by central-low vowel .  
Front-mid vowel  visually placed between front-high 
and central-low vowel. Both back-high  and back-mid 

 vowel shows a rounded lip shape with a discriminating 
outward posture for the back-high vowel. The quick gliding 
of tongue from one vowel to another characterizes a diph-
thong. The diphthong  is made from the transition 
from  to  and  is obtained from  
to . Since the visual characterization of vowels is taken 

http://www.cmltemu.in/phonetic/#/
http://www.cmltemu.in/phonetic/#/
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from the selected frame and visual signature of the diph-
thong captured from the temporal variation of the selected 
frame. Due to the diversity, two diphthongs are assigned to 
separate viseme classes. In short, each vowel assigned to a 
separate viseme classes, but Monophthong short and long 
phonemes of the same vowel placed in the same class. The 
viseme set for vowels and diphthongs in Malayalam formed 
from linguistic understanding is given in Table 4.

In contrary to the vowel phoneme/sound, the conso-
nant sound articulated with the complete or partial closure 
of the vocal tract, which is visually distinguishable only 
by considering the lip appearance. Most visually distinc-
tive sound element in consonant class is bilabial sound. 
While uttering this sound, the lips are kept closed with 
a slight strain in the facial muscles. The first consonant 
viseme class formed from bilabial plosives expect .  

, the only true labiodentals in the Malayalam and 
the Bilabial—Plosive-voiceless aspirated  which is 
visually different from other Bilabial phonemes placed in 
the next viseme class due to the feeble presence of teeth. 
Viseme 10 consist of dental consonants, which has got 
the maximum teeth visibility and some traces of tongue 
tip. The velar consonants and the only glottal phoneme 

 placed in the next viseme class since their place of 
articulation is back of the tongue and has the same visual 
appearance. The tongue is further backward in alveolar 
consonants which are less visible and grouped in viseme 
class 12. Retroflex consonants are produced by curling 
the tongue backwardly and touches the front part of the 
hard palate which produces the same visual appearance 
and thereby assigning it as new viseme group. Viseme 14 
linguistically characterized as palatal consonants which 
produced by touching the tongue towards the hard palate. 
In brief, 50 isolated Malayalam phonemes mapped into 14 
viseme classes (Table 5).

Table 4   Linguistic classification of monophthongal and diphthongal 
vowel phonemes

c
f

—

—

—

—

—

Table 5   Linguistic classification 
of consonant phonemes

c
f

—

—
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4.2 � Data‑driven approach

In data-driven approaches, visual features extracted from 
the mouth region of talking faces and viseme formed by 
clustering in the feature space. Both shape-based features 
and appearance-based features used as visual cues in the 
Malayalam language. Shape-based features use information 
from the speaker’s lip contour. The geometric feature is the 
shape-based features used in this work. Appearance-based 
features deal with pixel information in the Region of Inter-
est (ROI), thereby offer high computational complexity and 
is weak in capturing geometric variations when compared 
to shape-based feature. However, in a real-time application, 
appearance-based features show dominance over shape-
based features which have the complexities related to accu-
rate extraction of the lip contour. Discrete Cosine Transform 
(DCT) is the appearance-based features used in this work. 
Taking both methods together help in judging their reliabil-
ity in the problem under study. K-mean clustering with the 
Gap statistic method is used to find the viseme set by cluster-
ing in the feature space.

4.2.1 � Geometric visual features

Geometric features used in this study consist of outer 
lip width (wouter), outer lip height (houter), inner lip width 
(winner), inner lip height (hinner), outer lip area (aouter), inner 
lip area (ainner) and teeth area (t). These are extracted from 
the tracked lip contour as discussed in Sect. 2.

The outer lip width and height are taken from the dif-
ference of x-coordinate of landmark points 1 and 11 and 
y-coordinate of landmark points 6 and 16, respectively as in 
Fig. 3a. Similarly, the inner lip width and height obtained 
from the difference of x-coordinate of cardinal points 21 and 
29 and y-coordinate of cardinal points 25 and 33, respec-
tively as in Fig. 3b. The outer lip area is the total number 
pixel points enclosed within the outer lip boundary as in 
Fig. 3c. The inner lip area is the oral cavity region, which 
measured by taking the total number of pixel points within 

���������� =
{

wouter, houter, winner, hinner, aouter, ainner, tarea
}

the inner lip boundary as in Fig. 3d. The presence, absence, 
and area of teeth are direct indicators to distinguish many 
phonemes. The teeth area inside the convex hull of inner lip 
landmark points is computed after converting the pixels into 
the HSV colour space (Gritzman et al. 2015). Teeth pixels 
are segmented by applying a simple thresholding scheme to 
the pixels inside the inner lip as in Fig. 3e.

4.2.2 � Discrete cosine transform (DCT) visual features

DCT is one of the old and still being used appearance-based 
visual feature extraction technique in literature. A two-
dimensional DCT of an M-by-N image is represented as:

where I (i, j) is the grey-scale image of the ROI. The DCT 
return a 2-dimensional matrix having M*N coefficients. 
Most of the visually significant information and energy is 
concentrated in a few coefficients of DCT, which represent 
the low-frequency aspect of an image. Initially, the cropped 
speech frame of size 600 × 500 is further reduced to 64 × 64 
for better implementation of the DCT algorithm. To avoid 
the curse of dimensionality, first, 20 coefficients per frames 
are selected from a 64 × 64 DCT coefficients in a zig–zag 
manner (McLaren and Lei 2015) starting from DC compo-
nent [D (1, 1)].

4.2.3 � Viseme set formation by clustering in the parametric 
space

Viseme set is formed by clustering in the feature vector space. 
Shape-based and appearance-based visual feature vectors are 
analyzed separately for 50 whole phonemes and 38 consonant 
phonemes. The geometric feature comprises of 7 numerical 
values per frame, and DCT features comprise of 20 numeri-
cal values per frame. Thus each phoneme is represented by a 
35-dimensional geometric feature vector and 100-dimensional 
DCT feature vector respectively. The numerical representa-
tion of each phoneme is arranged horizontally in the feature 

D (i, j) =

M
∑

i=1

N
∑

j=1

I(i, j)cos

(

(2i + 1)�i

2M

)

cos

(

(2j + 1)�J

2N

)

Fig. 3   Extraction of seven physical features from a frame
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vector. An aggregate feature vector is created by horizontally 
concatenating the feature vector of 23 speakers. This feature 
vector was standardized for further analysis.

The final feature vector is fed into the Gap statistic method 
for determining optimum cluster number by making use of the 
k-mean algorithm for clustering purposes. K-mean algorithm 
is one of the simplest unsupervised learning algorithms which 
classifies the data set into a pre-defined number of clusters 
based on the centroid as in Jain (2010). The algorithm inputs 
are the dataset containing ‘n’ objects and pre-defined cluster 
number ‘k’. The algorithm of K-mean clustering given below:

1.	 The algorithms start with initial estimates for the Κ 
centroids, which can either be randomly generated or 
randomly selected from the data set.

2.	 Each centroid defines one of the clusters. In this step, 
each data point assigned to its nearest centroid, based 
on the squared Euclidean distance.

3.	 In this step, the centroids recomputed by taking the mean 
of all data points assigned to that centroid’s cluster.

4.	 The algorithm iterates between steps two and three until 
a stopping criterion met (i.e., no data points change clus-
ters, the sum of the distances minimized, or some maxi-
mum number of iterations reached).

Due to the high correlation of mouth parameters for acous-
tically different phonemes, the clustering algorithm alone fails 
to estimate an optimum cluster value. From its birth to present, 
the Gap statistic method has revealed their strength in iden-
tifying optimum cluster number in an extremely correlated 
dataset. Gap statistic method compares the intra-class disper-
sion obtained from the given data with that of an appropriate 
reference distribution (Tibshirani et al. 2001). The mehodol-
ogy of gap statistic work (using the natation from Tibshirani 
2001) as follow,

Consider a datset {xij} with i = 1, 2, …., n and j = 1, 2, …, p, 
consists of p features measured on n independent observations, 
clustered into k clusters C1, C2,…, Ck, where Cr denotes the 
indexes of samples in cluster r, and nr = | Cr|. Let dii’ denotes 
the squared Euclidean distance between the observation i and 
i′ (dii’= ∑ j (xij – xi’j)2). The sum of the pairwise distance Dr 
for all points in cluster r is:

Let Wk be the within-cluster sum of squared distances from 
the clyster means as.

Dr =
∑

i,i�∈Cr

dii�

Wk =

k
∑

r=1

1

2nr
Dr

Wk decreases monotonically as the number of clusters k 
increases. For calculation the Gap function, Tibshirani et al. 
(2001) proposed to use the difference of the expected value 
of log(W*k) of an appropriate null reference and the log (Wk) 
of the dataset,

where E*n denotes the expectation of under a sample of size 
n from the reference distribution. Then proper number of 
clusters for the given data is the smallest k such that

Let sk is the simulation error calculated from the stand-
ard deviation sd (k) of B Monte Carlo replicates log(W*k) 
according to the equation sk = 

√

1 + 1∕B sd(k) which is rep-
resented by vertical bar in Gap curve.

In short, A range of cluster groups is estimated using the 
k-means algorithm (or any other clustering algorithm), and 
the logarithm of within-cluster variance compared with the 
same measurement of an appropriate reference distribution 
of the data. The difference between these quantities (gap 
curve or gap function) provides the corresponding gap value 
for each cluster group, and these clusters show a fall at the 
point where the gap is maximum. Figure 4 reveals different 
Gap statistic steps of data using K-means clustering. For a 
well-separated dataset, the gap function exhibits a mono-
tone behavior as in Fig. 4. However, for a highly correlated 
dataset, the gap function exhibits a non-monotone behav-
ior, which directly educte us to inspect the whole gap curve 
instead of simply finding the cluster number with the maxi-
mum gap. The performance of the Gap statistic profoundly 
depends on the nature of the dataset/feature vector used. 
By considering the problem under study, features should 
select in such a way that it can display a high discriminating 
power between high correlated observables. In this work, 
the redundancy of selected features has been removed by 
considering a few feature coefficients that may deal with 
isuue under study. The optimum number of features needed 
to deal with the issue under study seriously remains an open 
research field.

Depending upon the property of dataset and underlying 
problem, it is better to study a reasonable range in the gap 
curve. Since analyzing the whole gap curve is troublesome 
and time consuming in estimating the optimum cluster num-
ber, especially for highly correlated data. For a highly cor-
related dataset and phoneme-to-viseme conversion problem, 
it is better to examine the gap curve between the clusters 10 
to 20 Though the amount of viseme is language-depend-
ent, the majority of the printed works have underlined this 
range in various languages. In this work too, 50 Malayalam 
phonemes are linguistically mapped to 14 viseme classes. 
Besides, for a straightforward interpretation, there will be 
a minimum of 2 phonemes can occupy in a single viseme 

Gapn(k) = E ∗n log
(

W ∗k
)

− log(Wk)

Gapn(k) ≥ Gapn(k + 1) − sk+1
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class due to high correlation in the visual appearance of pho-
nemes thereby creating a maximum of 25 viseme set. The 
same methodology is carried out in the rest of this paper. 
For clustering the feature vectors of 50 phonemes, gap curve 
analyzed, and the optimum cluster number is identified with 
maximum gap value in the cluster range 10 to 20, as shown 
in Fig. 5. For 50 Malayalam phonemes, based on geometric 

feature vector, the estimated the viseme set is 15 and shown 
in Table 6.

The diphthong vowel phonemes , central vowel 
phonemes , bilabial consonant phonemes 

, labiodental consonant pho-
nemes  and dental consonant phonemes 

 velar consonant phonemes 

Fig. 4   A two cluster example: a data; b within sum of square function Wk; c functions log (Wk) (O) and E*n{log(Wk)} (E); d gap curve courtesy 
Tibshirani et al. 2001
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 and most of the palatal 
consonant phonemes  
are grouped exactly in the same manner as in linguis-
tic approach (Tables 4, 5). Due to lip contour similarity 
between front high vowel  and front-mid 
vowel  and back high vowel  
and back mid vowel  they selected to the same 
viseme class rather than different classes as in linguistic 
approach. The remaining consonant phonemes distributed 
in such a way that it follows some traces of linguistic point 
of consonant phoneme cluster.

Phoneme-to-viseme mapping also studied for DCT fea-
ture vector with an estimated optimum cluster number equal 
to 16. The vowel phonemes are distributed precisely in the 
same fashion of linguistic approach but with overlapping of 
a diphthong phoneme  into the front-mid vowel 
phoneme class . All most all consonant pho-
nemes precisely as in the linguistic approach. The remaining 
consonant phonemes are randomly distributed just like in 
geometric feature map (Table 7).

After analyzing the data-driven approach, it is necessary 
to study consonant phoneme-to-viseme mapping since the 
consonant phoneme has failed to exhibit its distinguishing 
power except for some consonants. For grouping the conso-
nant phonemes alone, the gap function is studied, with the 
geometric visual features, between the cluster ranges from 
6 to 18 and the optimum cluster number estimated is 11 as 
shown in Table 8. In addition to bilabial and labiodental con-
sonants, dental and palatal consonants have shown almost 
close resemblance with the linguistic mapping. However, 
the velar, glottal, alveolar, and retroflex consonants are shuf-
fled within the class and between the classes, which make 
these consonant groups require more attention during visual 
speech recognition and synthesis applications.

Consonant phoneme-to-viseme mapping is also studied 
using DCT visual feature vector with an estimated opti-
mum cluster number equal to 11. In this mapping, almost 
all viseme classes show a close resemblance with the lin-
guistic mapping. While considering the complexities associ-
ated with problems, the DCT feature-based viseme mapping 
reveals a close correlation with the linguistic viseme than 
geometric feature-based viseme mapping (Table 9).

Fig. 5   Gap curve

Table 6   Phoneme-to-viseme 
mapping based on the geometric 
feature vector
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5 � Allophone‑to‑viseme many‑to‑many 
mapping

While addressing the visual language, the phoneme-to-
viseme many-to-one mapping must be needed to exhibit 
the high correlation bonding between phonemes and the 
visual look. However, this mapping admits viseme as a 
static visual address unit by eliminating the coarticulation 

effects of visual address. The presence of visual coarticu-
lation effect creates a visibly different appearance for the 
same phoneme in a different context, which in turn cre-
ates a further subdivision in phoneme-to-viseme mapping. 
To put it differently, the visual appearance of a phoneme 
intensely depends not only on its articulation properties 
but also on the presence and nature of its neighbouring 
phoneme in the word or sentences. The contextual varia-
tion in Malayalam phonemes is modelled using allophonic 
characterization. For accurately describing the visual 
speech information in a different context, a comprehensive 
phoneme-to-viseme mapping needed, which ought to be an 
allophone-to-viseme many-to-many mapping. Only a few 
works were reported the coarticulation effects of visual 
speech by assembling the many-to-many mapping. Hilder 
et al. (2010) have described a novel method of segmenting 
the visual speech by capturing the patterns of behaviour of 
the articulators and clustered the behaviours that appear 
similar into a set of visemes, thereby obtaining a different 
viseme label for different allophones of a phoneme. Taylor 
et al. (2012) have modelled the coarticulation effects of 
visual speech by considering the motion of visual speech 
articulators rather than static mouth representation and 
animated a talking head. Mattheyses et al. (2013) have 
introduced a many-to-many phoneme-to-viseme mapping 
by using tree-based and k-means clustering approaches 
which ensures a more accurate description of visual speech 
when compared to phoneme based and many-to-one 
viseme based speech labels. Katsaggelos et al. (2015) dis-
cussed the challenges associated with audio-visual fusion, 
especially the need of audio-visual synchrony since range 
and directionality of coarticulation pattern differ across 
languages.

Linguistically there are 106 allophones which spread as 
28 vowel allophones, three diphthong allophones and 75 

Table 7   Phoneme-to-viseme mapping based on the DCT feature vec-
tor

Table 8   Consonant phoneme-
to-viseme mapping based on the 
geometric feature vector
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consonant allophones as in Tables 1 and 2. Since the lin-
guistic history of contextual variations of phonemes is not 
as researched from the Malayalam language, data-driven 
approach has to embrace for the building of many-to-many 
visual speech mapping. Geometric and DCT visual features 
are likewise captured from every allophone and has been 
clustered using K-mean algorithm and Gap statistic as in 
phoneme-to-viseme mapping. For clustering the geometric 
features of 106 allophones, gap curve is analyzed between 
the range 20 and 40, and the estimated cluster group is 32 
and shown in Table 10.

The allophones of the very same phonemes are grouped 
randomly into 32 viseme groups. Some of the vowel allo-
phones grouped in the exact same in addition to other 
vowel allophone classes as well as in consonant allophone 
groups. However, the most fascinating thing is distinct 
bilabial consonant allophones dispersed themselves with-
out a crossover with additional anglophone bands, which 
shows its distinctive individuality in visual speech clas-
sification. Based on DCT visual features, 106 allophones 
grouped into 33 viseme groups with nearly similar clus-
tering result as in allophone-to-viseme mapping based on 
geometric visual features. After assessing the data-driven 
approach, it is necessary to study vowel allophone-to-
viseme mapping and consonant allophone-to-viseme 
mapping since both allophones radically connected as in 
Table 11.

For grouping the geometric features of 31 vowel allo-
phones, the gap function is analyzed between the range 5 
and 15, and the estimated cluster group is 11, as shown 
in Table 11.

The vowel allophones of the very same phonemes are 
grouped into different classes, thereby producing the tini-
est many-to-many mapping. Only the single allophonic 
variation of  is showed a single clustering result 
when compared to the phoneme-to-viseme mapping, 
which directly highlights the sophistication of many-to-
many mapping. The intricacy of consonant allophone-to-
viseme mapping is studied by clustering the geometric 
visual features and assessing the gap curve over the range 
20 to 35. Table 12 shows the clustering of 75 consonant 
allophones into 25 viseme groups.

Table 9   Consonant phoneme-to-viseme mapping based on the DCT 
feature vector

Table 10   Allophone-to-viseme mapping based on the geometric feature vector
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The bilabial consonant allophones have revealed their 
particular distinguishing power nearly in exactly the exact 
same fashion as in the allophone-to-viseme mapping. The 
contextual variation of all other phonemes randomly dis-
tributed, which subsequently require prior focus in visual 
speech processing than compared to vowel allophone-to-
viseme mapping.

6 � Conclusion

In this paper, two facets of phoneme-to-viseme mapping 
assembled in the Malayalam language. For doing this work, 
an audio-visual Malayalam speech database made that con-
sists of 23 trained speaker’s uttering 50 isolated Malayalam 

phonemes along with 106 connected words comprising of 
all allophonic variations. In the first phase of the study, a 
phoneme-to-viseme many-to-one mapping is made accord-
ing to the linguistic and data-driven approach. In the linguis-
tic approach, 50 phonemes grouped into 14 viseme classes 
based on linguistic knowledge. In a data-driven approach, 
the viseme set is created by clustering the numerical repre-
sentation of phonemes using the k-means algorithm and gap 
statistics. Geometric and DCT visual attributes used in the 
data-driven approach. Both features have classified the 50 
phonemes into 14 viseme classes that are almost comparable 
with the linguistic classification of viseme as in Tables 4 and 
5. This work also studied the consonant phoneme-to-viseme 
mapping based on geometric and DCT visual features which 
cluster 38 consonant phonemes into ten viseme classes.

Table 11   Vowel Allophone-to-viseme mapping based on the geometric feature vector

Table 12   Consonant Allophone-
to-viseme mapping based on 
geometric feature vector
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To examine the coarticulation effect in visual speech, 
allophone-to-viseme many-to-many mapping generated. On 
account of the shortage of linguistic expertise, data-driven 
approach based allophone-to-viseme mapping created in 
the next phase of the work. The geometric and DCT visual 
features clustered the 106 allophones into 32 and 33 viseme 
classes respectively. Along with this, vowel alone and con-
sonant alone, allophone-to-viseme mapping is also stud-
ied to acquire a comparative clustering plan of vowel and 
consonant allophones from the visual realm. In this work, 
unsupervised learning approach employed for producing 
the phoneme-to-viseme and allophone-to-viseme mapping. 
Developing these maps based on supervised learning algo-
rithm will have a potential scope for the improvement in the 
present viseme set.
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